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Abstract

The color image is the core of multimedia content; it has become an
important element in information transmission. Images are being shared and
distributed in various fields public uses them for bank transactions or business
communications, the government uses them to share secret confidential data,
and in the medical field, it is used to account for patients reports. All these
require user authentication, reliability and accuracy of data and encryption
techniques are valuable tools to provide that needed security. Recently, the
encryption technique for color images using the chaotic system and DNA bases

has drawn much attention from the research community.

The size of an image file is large, this means that encryption of digital
images requires large amounts of computation. Traditional encryption
techniques, like, Data Encryption Standard, and Advanced Encryption
Standard are not only inefficient, but also less secure. Due to characteristics of
chaos theory, such as periodicity, sensitivity to initial conditions and control
parameters, and unpredictability. Hence, characteristics of DNA, such as, vast
parallelism and large storage capacity making it a very promising field. The
algorithms based on DNA and chaotic functions use the advantages of both

fields to provide image protection in an effectively.

This thesis presents an efficient color image encryption algorithm
through Lorenz hyper-chaotic system along with Rossler hyper-chaotic system
and DNA cryptography. The proposed algorithm consists of three steps: Firstly,
initial conditions for Lorenz hyper-chaotic system and Rossler hyper-chaotic
system are set depending on the hash value of Secure Hashing Algorithm-
256/384, which is generated from a plain image to avoid chosen plaintext
attacks. Secondly, Lorenz hyper-chaotic system generates chaotic sequences

that transform the plain color image into a confusing image. These sequences

Vi



are used to create a confusion key to scramble the three components (red, green,
and blue) of a color image. Finally, a combination of following approaches is
used to encrypt the scrambled components: the scrambled components and
Rossler hyper-chaotic system-based key are encoded to DNA bases. Addition
operations are applied between the components chaotically. XOR operations
are applied between the DNA components of the image and DNA sequences
that are generated based on the Rossler hyper-chaotic system. Then, decode the

DNA components of the image; thus, the final encrypted image is generated.

The simulation results indicate that the suggested encryption algorithm
is able to satisfy the requirements of security. Confusion and diffusion have
yielded a value of entropy is 7.997 bits and the key space is 2%, the correlation
coefficient is nearly zero. The efficacy of the proposed method has been
verified through numerous evaluations, and the results show that it is resistant
and effective against attacks like statistical and brute-force attacks.
Furthermore, the algorithm devised is more efficient when compared with some
previous color image encryption algorithms that used chaotic maps with DNA

coding.
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Chapter 1: Introduction

1.1 Introduction

The exchanging information is considered an asset and it people tend to
keep it safe from attacks of various types [1]. This means that only those
authorized should have access to the information. To keep information safe, it
must be hidden from unauthorized people. Internet networks have become an
essential part of information storage, as well as, its transfer from one part of the
world to another. Most of the information transferred is through Internet
networks. Information could consist of, for example, text, audio, image, or
video. A basic requirement of any information transfer is to keep it confidential
and integral [2]. Information can be hacked at any point of transfer between the
source and the destination. Internet networks face different types of information
threats [3].

Images are employed in a variety of applications nowadays. In addition,
many applications, such as, medical imaging systems, pay-tv, confidential
video conferences, military image communications, and others, require specific
and trustworthy security in the storing and transmission of digital images. Many
image encryption algorithms have been proposed in order to accomplish these
goals. In the field of information securing, image encryption plays a major role.
The methods and algorithms for securing or encrypting images span from basic
spatial domain procedures to more advance and a trustworthy frequency
domain by changing the values and the positions of the pixels of the image. A
technique for encrypting images consists of changing the image to a less
recognizable one [4]. Then again, from an encrypted image, image decryption

recovers the original image.
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1.2 Overview for Materials

New technologies facilitate the generation, transmission, exchanging,
and storage of large images also the need for digital rights protection becomes
more urgent. In particular, the Internet provides a public network that allows
illegal distribution of images much more easily.

During transmission over the global network, digital images are subject
to security attacks. Therefore, information security of the digital image has
become a burning research issue. There is a need to develop reliable encryption
schemes to fulfill the ever-increasing security need of the increasing data of
communication system. In this thesis, a multi-type chaotic map along with a
DNA encoding technique has been suggested an efficient color image

encryption method.

1.2.1 Chaotic Map

The study of chaos proved a better encryption technology for providing
security to sensitive data that uses non-periodic signals generated by chaotic
systems for encryption. A chaotic system is a nonlinear deterministic system.
Chaotic maps generate chaotic pseudo-random sequences. Their constructions
are incredibly complex, making analysis and predictions challenging. An
uncorrelated sequence results from a minor change in the initial condition [5].
Thus, the use of chaotic systems can thereby improve the security of
cryptosystems. Permutation and diffusion are the two phases of cryptography
techniques based on chaotic maps [6]. During the permutation phase, chaotic
sequences or matrix transformations are used to modify the positions of the
pixels. Although, this permutation approach improves encryption, it is unable
to change the pixel value. Because pixels are not modified, the encrypted
image's histogram and the original image's histogram are identical. As a result,
statistical analysis could threat its security. During the diffusion phase, chaotic

sequences modify the pixel values of the plain image. In comparison to
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permutation, diffusion may provide more security. As a result, several
researchers have coupled permutation and diffusion to increase the level of
secrecy [7]-[10]. Thus, the use of discrete chaotic maps not only helps to build
a good encryption system, also, makes to obtain a good candidate for efficiency.
To ensure the security of digital image information, the effective protective

measure is image encryption.

1.2.2 DNA Technology

A new field quickly advancing in international researches on
cryptography is using DNA to achieve better and more efficient image
encryption  [11]-[14]. Cryptography and molecular biology may seem
incomplete, but it was discovered that these two disciplines could work together
more closely. Adleman developed the field of DNA computing in 1994 [15].
Information security can be achieved via DNA cryptography and information

science [16].

DNA has great advantages in dealing with large storage capacity,
parallelism, and less power requirement for DNA computation [17]. DNA
computing essentially uses biochemical experiments to address practical
problems. However, because of the limitations of biochemical reaction
conditions, such as expensive experimental equipment, environmental
requirements, difficulty in extracting DNA sequence, and difficulties in
controlling the concentration, temperature, and PH of the reactant, studying
DNA computing is difficult. Regarding image encryption in DNA computing,
researchers ignore the complex experimental links of DNA, only use DNA
coding to carry image information, and design a reasonable and effective

encryption algorithm.
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1.3 Problem Statement and Motivations

The size of an image file is larger than other digital data like text and
audio [18]. This means that encryption of digital images requires large amounts
of computation; hence the need to devise special algorithms to handle this type
of data. In theory, traditional encryption techniques, like, Data Encryption
Standard (DES) [19], and Advanced Encryption Standard (AES) [20] are good.
But most traditional encryption is developed for text data without considering
the unique characteristics of image files [21]. Compared to the encryption of
traditional alphanumeric data files, the encryption of images files has
encountered several new challenges due to their unique characteristics, such as,
the size of the images is often substantially larger than that of the text data. As
a result, the encryption algorithm that encrypts the image demands a very large
amount of computation. This means that the above techniques are not only
inefficient, but also less secure [22]. Chaotic maps and Deoxyribonucleic Acid
(DNA) technology are the two most popular topics currently used in image
encryption, combined or separately. These two technologies have good security

features and can be used in digital image security [23].

Chaotic systems' sensitive initial conditions, unexpected, nonperiodic,
perfect statistics, and other attributes [24]-[26] enable them to construct secure
cryptosystems. Many useful properties of DNA computing have been
discovered [11]: high-scale computational parallelism, minimal energy loss,
and a significant amount of storage space. From this point of view, the proposed

encryption algorithm combines DNA coding and hyper-chaotic systems.
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1.4 Literature Review

In the literature review, a great deal of studies have improved color

images security. Some of the suitable methods are listed in this section.

P. Liu et al. [9] proposed a new color image encryption algorithm using
logistic maps, spatial maps, and DNA coding. Logistic maps utilized to
scramble pixels, spatial maps used to replace pixels, DNA coding, and XOR
operations employed to increase the complexity of the algorithm in the
suggested encryption method. This algorithm has a large key space, but the

ability to resist entropy attacks and statistical attacks needs to be improved.

N. Igbal et al. [27] suggested an image encryption algorithm combines
chaos theory, the chess piece Castle, and DNA computing. The random
numbers sequences for the mechanisms of confusion and diffusion provided
via a chaotic map. The pixels from the input image confused by Castle's random
movement on the imagined big checkerboard. Two sequences of random
numbers and a shuffled image turned into DNA strands, then, DNA operations
performed to achieve the diffusion effects. The scheme has a short processing
time, but the key sensitivity and correlation between the pixels need to be
improved.

X. Wu et al. [28] presented a new robust and lossless color image
encryption algorithm based on DNA sequence operation and one-way coupled-
map lattices (OCML). The plain-image was firstly decomposed into three gray-
level components and were converted into three DNA matrices. Then the XOR
operation was performed on the DNA matrices for two times. Next, the shuffled
DNA matrices were transformed into three gray images according to the DNA
decoding rules. This algorithm can effectively resist cropping and noise attacks.
However, the ability of ciphertext images to resist information entropy needs

to be improved.
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X. Wu et al. [29] used Coupled Map Lattice (CML) based on the
Nonlinear Chaotic Algorithm (NCA) map to present a new DNA-based color

image encryption technique. The secret keys employed for updating the
spatiotemporal chaotic system's parameters and initial settings. Hence, the
secret keys are important in the key streams created by CML based on the NCA
map. To scramble the DNA matrices, a DNA-level shuffling procedure used.
This algorithm has the ability to resist differential attacks, but the ability to

resist information entropy is poor.

X.-Y. Wang et al. [30] demonstrated a color image encryption technique.
They separate the color image into three grey images (R, G, and B) and convert
the images into binary matrices, and then obtain three DNA matrices by using
the third DNA coding rule. Then, the DNA matrices scrambled via the chaotic
sequences that generated from Lorenz chaotic system. The obtained matrices
exchanged into rows matrices. By performing the fourth DNA coding rule, the
encrypted image was obtained. The ability to resist the information entropy of
this algorithm is good, but the ability to resist differential attacks needs to be

improved.

H. R. Shakir [31] suggested a novel image encryption technique
combining the Tangent-Delay Ellipse Reflecting the Cavity-map System (TD-
ERCS), and DNA-sequence operations. The TD-ERCS system permuted the
image pixels' locations, while DNA-sequence XOR operations diffused the
plain image's pixel values. Based on results from experiments and security
research, the algorithm encryption's efficiency shown to be good, but the key

sensitivity needs to be improved.

H. R. Amani and M. Yaghoobi [32] developed a new adaptive encryption
technique for RGB images by using hyper-chaotic with DNA sequence
operations. The mapping of the Arnold cat and the image pixels' gray value
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modified using a mix of three techniques: the adaptive approach, the DNA
sequence, and the Chen hyper-chaotic system. The more these three strategies
were combined, the more complex the algorithm becomes. This algorithm has
a large key space, but the ability to resist entropy attacks and differential attacks

needs to be improved.

Q. Liu and L. Liu [11] suggested a color image encryption technique
using double-chaos system, bit-level DNA coding and DNA operations. The
Arnold method used to shuffle the components of the plain image for this
approach. Then, for the diffusion of three scrambled component sets, three sets
of chaotic sequences constructed using the modified double chaos system,
which consisted of Rossler hyper-chaotic mapping and Lorenz chaotic mapping
using varying parameters. Then, the three image groupings diffused using DNA
coding and computing, and the three factions of cipher components merged to
create the final encrypted image. This algorithm is simple to implement and has
large key space, but the ability to resist information entropy and differential

attack needs to be improved.

H. G. Mohamed et al. [14] introduced a new encryption for verifying
image transmission across information correspondence frameworks. With
chaotic confusion procedures and the mtDNA diffusion process, they are
indistinguishable, reducing equipment complexity and improving framework
security. To divide each component of RGB images into n-clusters, color image
encryption employed a chaotic map, then; global scrambling throughout the
entire image was applied. Finally, applied intra-pixel scrambling in each
cluster, resulting in very disordered pixels in the encrypted image. Then, it
employed the rationale of the mtDNA to diffuse the formerly scrambled pixel
values. This algorithm can effectively resist information entropy attacks.
However, the ability of encrypted images to resist differential attacks needs to

be improved.
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T. S. Ali and R. Ali [33] introduced a new color image encryption
technique. To construct a permutation vector, this approach initially used a
chaotic map. This vector permutes the pixels of a plain image. After that, a
chaotic map was utilized to create a Substitution Box (S-Box), which then used
for substitution. After using the S-Box, the features of confusion and diffusion
could be noticed. Finally, the chaotic map was used to generate a random
sequence, and each pixel value was bitwise XORed with the resulting sequence.
The horizontal, vertical, and diagonal relationships between close pixels have
all changed significantly duo to this kind of pixel mixing, but the encryption

efficiency is low and the ability to resist information entropy is poor.

1.5 The Aim of the Work

The aim of the proposed technique is to maintain a high level of
robustness against cryptographic attacks. The robustness is the property that
characterizes how effective the proposed algorithm is against attacks, such as,
cipher text only, known plaintext, chosen cipher-text and chosen plaintext
attacks.

To prove security of the proposed algorithm, differential and statistical
analyses have been applied using various tools. For statistical analysis,
histogram, key space, key sensitivity, information entropy, and correlations are
measured for plain and encrypted images. The Mean Square Error (MSE) and
the Peak Signal-to-Noise Ratio (PSNR) are calculated. For differential analysis,
two proposed tests called Number of Pixel Change Rate (NPCR) and Unified
Average Cipher Intensity (UACI) are applied. The proposed algorithm
considered robust against cryptographic attacks if it passes these tests

successfully.
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1.6 Contributions of Thesis

The existing color image encryption algorithms mainly have the

following defects through the above literature analysis: The encryption
algorithm based on DNA diffusion has a single calculation method, which
complexity and security are low. There is no disturb the correlation between
the three channels RGB of a color image, which is vulnerable to statistical
attacks. The encryption algorithm has defects in resisting conventional attacks
and security is not high. In order to solve the above problems, a color image
encryption algorithm combining image hashing, 4D hyperchaotic systems and
dynamic DNA addition operations is proposed. The major contributions of this

thesis are:

e Secure Hash Algorithm-256 (SHA-256) hash of the plain image is used to
generate secret keys. As long as the original image has a slight change in one
bit of pixel value, SHA-256 hash value will make a huge difference. This
increase the sensitivity of the key to resist the chosen plaintext attack, also
facilitate the detection and analysis of image tamper location.

e Each pixel in each channel is scrambled into a new position chaotically. The
proposed algorithm uses a hyper-chaotic system to scramble each pixel. This
scrambling is repeated four times using sequences generated from 4D Lorenz
hyper-chaotic system.

e The proposed algorithm has used DNA operation methods by exploiting the
excellent characteristics of the hyper-chaotic system such as randomness to

determine the DNA operation methods randomly.
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1.7 Outline of the Thesis

The arrangement of this thesis is as follows: Chapter One discusses the

introduction, problem statement and motivations, overview, literature review,
contributions, and aim to design a new cryptographic algorithm. Chapter Two
presents basics of cryptography, the preliminaries, materials, and metrics.
Chapter Three discusses a proposed method of using chaotic systems and DNA
encoding rules. In Chapter Four, the results were acquired by employing
conventional metrics and are quantitatively and qualitatively compared to
previous algorithms. Finally, Chapter Five contains conclusions that are drawn

based on the results of the image encryption method, as well as, future works.

10
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Chapter 2: Theoretical Background

2.1 Introduction

Encryption is a method used for encoding a message, image or important
information in specific method that allow only parties who have the
authorization to access, and prevent the unauthorized parties from access [34].
It is generally maintaining the information confidentiality by using different
algorithms that have capability for converting the information into
unrecognized codes. In fact, encryption does not prevent the interference, but
makes intelligible content in unreadable content. Therefore, unauthorized
cannot understand the encrypted information because it appears like a mixture

of symbols, numbers and unintelligible characters.

In encryption algorithm, the plain image is encrypted by algorithm steps
in order to generate a ciphered image that is not be able to read only if
decrypted. Technically, encryption schemes mainly employed a cryptography
key that generated in a way, which it is hardly to be discovered. An authorized
can easily decode the image by using the key that provided by the sender to
authorized receiver and this operation called decryption. Five ingredients are

usually used in encryption scheme [35].

1- Plain image: the plain image is considered original image that is entered

to the scheme as input.

2- Encryption algorithm: the encryption scheme can perform different

types of substitutions on the plain image depending on the secret keys.

3- Secret keys: the keys are treated as inputs for encryption algorithm. All
the steps of substitution, permutation and transformation mainly
depending on particular keys.

12



Chapter 2: Theoretical Background

4- Cipher image: cipher image is considered as output of the algorithm. It
mainly depends on the input image and the secret keys. For using various

keys in algorithm, two various cipher image will be produced.

5- Decryption algorithm: decryption algorithm is usually processed as
encryption algorithm but reverse way. It depends on the cipher image

and the secret keys to be able to recover the plain image.

2.2 The Goal of Cryptography

Cryptography is able to provide a number of security aims in order to
ensure data privacy. Because the advantages of security for cryptography, the
cryptography has many applications today [36]. The goals of cryptography can

be summarized as follow [37]:

1- Confidentiality: The transmitted data in the computer has to be

accessible only to the authorized party and not accessible to unauthorized

parties.

2- Authentication: For received information of any system, the identity for
the transmitter should be checked in order to prove that the receiving

information came from an authorized person.

3- Integrity: The authorized parties can allow making modifications to the
transmitted information and it is prohibited to make modifications for

other parties between the transmitter and receiver.

4- Non-Repudiation: The receiver and the transmitter have not to be

capable to deny the sending.

5- Access Control: For given information, only the authorized parties are

capable to access

13
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2.3 Classification of Cryptography

Encryption techniques are used in order to ensure security when
confidential information is exchanged through communication line. The
encryption technique can be classified depend on large number standard

methods such as classical and modern [38].

2.3.1 Classical Cryptography
The types of classical cryptography can be classified into two main

types: Substitution and Transposition [39].

2.3.1.1 Substitution Cipher

Substitution is sorted into two main types [39]. The first type is the
monoalphabetic cipher and when refers to a substitute cipher using a simple
key. An example of a monoalphabetic is Caesar cipher. Polyalphabetic cipher
is the second type of Substitution cryptography. It indicates substitute cipher
alphabet that its plain seems not similar from place to another place during the

process of encryption. Vigenere cipher is example of the polyalphabetic.

2.3.1.2 Transposition Cipher

Transposition cipher is a mechanism for encryption. It uses units of plain
text to occupy the position. And these units can be shifted depending on system
of plain text permutation that is accordingly constituted [40]. Transposition
cipher has two main types of transportation: Keyless transposition and Keyed
transposition. In keyless cipher, the characters are shuffled by means of
implementing the plain text in specified way which it varies from the reading
way. The example of keyless transportation is the rail fence cipher. In keyed
transposition, the method is different in which the plain text is divided into
blocks that predetermined in size. By using a key in each block, the block

characters are permuted. The Columnar is an example for keyed transposition.
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2.3.2 Modern Cryptography

Modern cryptography is classified according to strongly scientific
methods in which the computational of encryption algorithms are produced in
a sequence that supposed to be difficult to be broken. In order to designed
unbreakable system, the system should be resisted to the all type of attacks. In
general, information should be theoretically secure and is not provably able to
be broken. Modern cryptography can be categorized in to two categories:

symmetric key cryptography and asymmetric key cryptography [41].

2.3.2.1 Symmetric Key Cryptography

The vital rule in symmetric algorithms is privacy, so the key that used in
encryption and decryption should be unknown to unauthorized parties.
Therefore, only the authorized parties should know the secret key. It is obvious
that the characterizations of symmetric key algorithms do not need to consume
high computing power. DES and BLOWFISH is considering as an example for
symmetric cryptography. Generally, there are two types of symmetric key:

stream ciphers or block ciphers [42].

A. Stream Cipher

The stream cipher is operated in single bit or byte and the encryption
process is individually applied to bits at same time [43]. This process is
basically achieved when a single bit from the secret key is added to the original
text. It is mentioned that the stream cipher cryptography can be classified into
two types of cipher that recognized as synchronous stream and asynchronous
stream cipher. In synchronous stream cipher, the encryption system is mainly
depending on key. In asynchronous stream cipher, where the key is
significantly depending on cipher text. Rivest Cipher 4 (RC4), Quad, and
Software-Optimized Encryption Algorithm (SEAL) are a few examples of the

stream ciphers.
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B. Block Cipher

The ability of characteristics of block cipher allow the plaintext bits to

be encrypted in both single and complete block simultaneous. By employing
same key. It is obvious that all bits in plaintext of same block will depend one
another during the process of encryption [44]. From the practice, the major
length of block ciphers is either 128 bits (16 bytes) like AES, or 64 bits (8 bytes)
like DES and 3DES. Furthermore, there are several algorithms exploited the
block cipher approach. Twofish, Blowfish, RC2, RC5, Camellia, are some

examples of the block ciphers.

2.3.2.2 Asymmetric Key Cryptography

In asymmetric key cryptography, various keys are used in the encryption
and the decryption process. These keys are called Public Key Cryptography
(PKC) [45]. Generally, public key used for encryption process and private key
is employed for decryption process. The asymmetric key cryptography trusts
mathematical functions which are simply to calculate in the encryption process
but they are hardly to calculate in the decryption process. The disadvantages of
PKC is the time required to whole process is high as compared with symmetric
key cryptography [46]. Several algorithms used asymmetric key cryptography
such as Elliptic-Curve Cryptography (ECC), Rivest Shamir Algorithm (RSA),
and Digital Signature Algorithm (DSA).

2.4 Chaos Theory

The term chaos has no standard definition but it can be defined by
observing, the phenomenon in nature. Chaos or randomness and order are
opposites and interrelated with order. Current chaos theory is used to predict
future behavior. Its use in daily life is increasing. Chaos theory is the study of
complex, nonlinear and dynamic systems [47]. It is a branch of mathematics

that deals with systems that appear to be orderly (deterministic) but, in fact,
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harbor chaotic behaviors. It also deals with systems that appear to be chaotic,
but in fact, have an underlying order. Chaos theory studies the behavior of
dynamical systems that are highly sensitive to initial conditions, an effect which

Is popularly referred to as the butterfly effect [48].

Chaos is the science of surprises, of the nonlinear and the unpredictable.
It teaches us to expect the unexpected. Chaos theory deals with the nonlinear
things that are effectively impossible to predict or control, such as turbulence,
weather, the stock market, our brain states and so on [49], while most traditional
science deals with supposedly predictable phenomena like gravity, electricity
and chemical reactions. Many natural objects exhibit fractal properties,
including landscapes, clouds, trees, organs and rivers. Many of the systems
exhibit complex, chaotic behavior. Recognizing the chaotic, fractal nature of

our world can give us new insight, power and wisdom.

In other words, chaos theory studies the behavior of dynamical systems
that are highly sensitive to initial conditions and a response popularly referred
to as the butterfly effect. Small differences in initial conditions, result in widely
different out-comes for such dynamical systems, generally rendering long term
prediction impossible. This happens even though these systems are
deterministic, meaning that their future behavior is fully determined by their
initial conditions, with no random elements involved. The deterministic nature
of any system does not make them predictable. This behavior is known as
deterministic chaos or simply chaos. This theory was summarized by Edward
Lorenz [50].

The most important properties of chaos are following [51]. The
Butterfly Effect: This effect shows that a small change in the initial conditions
lead to drastic changes in the results. Unpredictability: Chaos theory shows
unpredictability due to sensitivity to initial conditions. Order/Disorder: Chaos

theory is not disorder. It explores the transitions between order and disorder,
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which may occur differently. Feedback: Chaos theory shows feedback-
response behavior. The next value is calculated using the last output as in the

case of Lorenz equation.

2.5 Chaotic Maps
2.5.1 Lorenz Chaotic System

Lorenz chaotic system is a typical 3D chaotic system discovered by
meteorologist E.N. Lorenz in his study of convection phenomena. Compared
with low-dimensional chaotic mapping, Lorenz chaotic mapping has a more
complex structure, the sequence is more random, and the key space is greatly

increased. Lorenz chaotic mapping is defined as follows [50]:

X=a(Y-X)
Y=cX-Y—-XZ (2.1),
7 =XY—-bZ

where X, Y, and Z are the initial conditions and a, b, and c are the control
parameters. The Lorenz chaotic system is in a state of chaos when a =10, b =

8/3, and c = 28. Figure (2.1) depicts the attractor of the Lorenz chaotic system.

60 =

40

x3

20

Figure (2.1): Lorenz chaotic system [52].
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2.5.2 Lorenz Hyper-chaotic System

Because the chaotic sequence formed by the Lorenz hyper-chaotic
system [53] has greater unpredictability and randomness, the encryption
technique described in this thesis uses it to encrypt the image. By adding a
nonlinear controller W to Lorenz system , the result is a new system:

X=a(Y=-X)+W
Y=cX-Y-XZ 2.2)
Z=XY~-bZ ’
W= -YZ+1W
where X, Y, Z, and W are the system's state variables. The system's control
parameters are a, b, c, and r. The system Equation (2.2) achieves a hyper-
chaotic mode when a = 10, b=8/3, ¢ = 28, and r is in the range (-1.52, -0.06].
To solve the system Equation (2.2), the fourth-order Runge—Kutta method is

utilized [11].
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Figure (2.2): Flowchart of creation four sequences of Lorenz hyper-chaotic system.
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For the initial variables (X4, Yy, Z;, W;), the four-dimensional hyper-chaotic

sequence {X;, Y;, Z;, W;| i=1, 2, 3, 4, . . ., N} can be obtained. Figure (2.2)
shows the flowchart of calculating the four sequences of Lorenz hyper-chaotic

system. When r = -1, the projection of the attractor of system Equation (2.2) on

each plane is shown in the Figure (2.3).

200

50

s 0 -20 0 )

Figure (2.3): Lorenz hyper-chaotic system.

2.5.3 Rossler Chaotic System

The Rossler system is a three-dimensional chaotic system with one
nonlinear term introduced by Otto Rossler in 1976 [54]. Chaos dynamics refers
to the dynamical behavior of nonlinear systems that have specific specified

properties with regard to time and starting circumstances. The Rossler chaotic

system is calculated from the following equation:

A= -B-C
B= A+aB (2.3),
C=pB+AC—vyC
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where a, (3, and y are system parameters. When these parameters set to (a =
0.2, B =0.2, and y = 5.7), Rossler chaotic system is in a chaotic state. The

attractor of Rossler chaotic system is shown in the Figure (2.4).

=20 -10

Figure (2.4): Rossler chaotic system.

2.5.4 Rossler Hyper-Chaotic System

The Rossler hyper-chaotic system [55] is a dynamic nonlinear system. It
has the features of unpredictability, sensitivity to control parameters and initial
conditions. Because these properties are congruent with cryptographic
research, the technique is commonly utilized in image encryption [56]. The

Equation (2.4) describing a Rossler hyper-chaotic system is provided below:

A=-B-C

B=A+aB+D

C=p+ca 24)
D=yD-6C

where (A, B, C, and D), are the state variables, and («, B, v, and &), are the
control parameters. When (o = 0.25, f = 3, y = 0.05, and & = 0.5), the above
system is in a hyper-chaotic state. Figure (2.5) shows the flowchart of
calculating the four sequences of Rossler hyper-chaotic system. The phase

diagrams of the six planes are shown in the Figure (2.6).
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Figure (2.5): Flowchart of creation four sequences of Rossler hyper-chaotic system.
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Figure (2.6): Rossler hyper-chaotic system [57].
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2.6 DNA based Cryptography

DNA called as genes that store the information of our cells. It contains

instructions for the construction and working of cells. It is the key for genetic
inheritance. DNA is the source code to life. One cm® of DNA can store 10
terabytes of data. Figure (2.7) shows how digital data is encoded into DNA

sequences and the latter is decoded and returned to digital data.

et Binarization Encoding Synthesis
Digital files Binary code Nucleobase code DNA
-8 01111001 01101111 CAGGA'CA CAGTAGAG
L] /&3 01110101 00100000 CAGGACA CCGCICIC
9 01110010 01101111 CAGG'CAA CAG'AAGG % b
ﬂ (>\ 01100011 01101011 CAGC'CGC CAG'ACGG
Reading Decoding Sequencing 4

Figure (2.7): DNA and cryptography [58].

DNA and cryptography are a new field developed as a result of the
advancement in DNA computation. Recently, it was discovered that DNA is
able to store large amounts of data [59]. DNA cryptography is an emerging
technology. It is a new technique used to store data safely in rest and in motion

as well.

DNA cryptography has shown new ways to secure data. DNA provides
data security with the help of its nucleotides. These nucleotides contain of four
nitrogen bases, a phosphate group, and a carbon sugar which are Adenine,
Cytosine, Guanine and Thymine; abbreviated as A, C, G, and T, respectively.
These have a unique sequence structure, making them the basis of DNA
cryptography [60]. As this DNA structure; make living things unique, likewise,

using its techniques in cryptography make encryption algorithms unbreakable.

2.6.1 Properties of DNA

The use of DNA is promising, and it has the following important

characteristics [59]:
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1. Data storage capacity: DNA has a data density of around one bit per
cubic nanometer, whereas traditional storage technologies require 1012
cubic nanometers to keep one bit.

2. Data security: Data security is demanded by society. DNA provides this
ability as its unique structure makes data encryption algorithms
unbreakable.

3. Power requirement: less power requirement is required for DNA
computing because the chemical bonds of DNA work without any
external power. As digital data is under consistent threat, there is a need
for new approaches to secure data. Organizations need to be ahead of
attackers to protect their own data and customer information to meet

future needs.

2.6.2 DNA Encoding and Computing Operations

There are four DNA deoxy nucleotides which are A, G, C, and T bases.
Among them G and C are complementary, so are A and T. Normally in binary
system, 0 and 1 are complement to each other. Hence, 00, 11, 01, 10 can be
encoded into the four bases. According to combinatorics there are 24 kinds
possible DNA encoding methods. Due to complementary relationship between

the four only 8 coding combinations are effective, as listed in Table (2.1).

In image encryption, the gray value of the image pixel can be expressed
as its corresponding binary sequence, and then this binary sequence can easily
be encoded into a DNA sequence. On the other hand, a DNA sequence can
easily be translated into a pixel value. For example: a pixel value is 234 and its
binary sequence 11101010. It can be encoded into a DNA sequence CTTT
using DNA encoding Rule 6. And applying DNA decoding rule 3 on this
sequence the retrieved pixel value is 128 [61]. Figure (2.8) explain the example
in details. Figure (2.9) shows the flowchart of the DNA encoding for image
pixels.
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Moreover, different operations have been applied on DNA sequence to
encrypt the image. As with binary numbers, the DNA sequences can be added,
subtracted, and XORed in the same way, and the results are influenced by the
rule that used to perform these operations. The details of the ADD DNA
operation according to rule 0, XOR DNA operation according to rule 4, and
SUB DNA operation according to rule 7 are shown in the Table (2.2), Table
(2.3), and Table (2.4), respectively.

Table (2.1): DNA encoding rules.

Rule | Rule0 | Rulel | Rule2 | Rule3 | Rule4 | Rule5 | Rule6 | Rule7
00 A A T T C C G G
01 C G C G A T A T
10 G C G C T A T A
11 T T A A G G C C
Table (2.2): ADD operation DNA Table (2.3): XOR operation DNA

according to Rule 0. according to Rule 4.

+ A C T G /2> A C T G
A A C T G A G T C A
C C G A T C T G A C
T T A G C T C A G T
G G T C A G A C T G

Table (2.4): SUB operation DNA according to Rule 7.
+ A C T G

—

A G

T C

| 40| >
4 | >0
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DNA encoding:

Rues 00 | 01 | 10 | 11 |

_ Pixel value: 2‘34 -: DNA bases: : —
E (‘111010107 F CTTT :

G | A ] 1] c |

Binary value:
“10000000°(128) |

Rule 3 T

G

c | A |

00

01

0 | u | i

DNA decoding .."

Figure (2.8): An example for DNA encoding and decoding.

Binary image
matrix (MxN=x8)

Encoeding Rule DNA encoding

Convert the
dimension

DNA Image
matrix (MxNx4)

Figure (2.9): Flowchart of the DNA encoding for image pixels.

2.7 Hashing and Cryptography

A hash function cryptographic algorithm system is a technique, which

accepts variable length input and produces fixed length hash value. No key is

used in this method. Examples of hash function cryptographic algorithms are
Message-Digest 4 (MD4), Message-Digest 5 (MD5), and SHA-2 family [62].
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Hashing is used to validate the reliability of content by detecting all
alterations of the content via noticeable changes to the hash output [63].
Hashing usually turns a plain text/image or password into a fixed length string
of characters. Hash codes, hash values, hash sums, or simply hashes are the
values returned by a hash function. A hash function may be a simple like Cyclic
Redundancy Check (CRC32) or a full cryptographic function like MD5 or
SHAL1/2/256/384/512.

A hashing algorithm can always generate an 8-byte long string. It could
be happen that two separate messages produce the same hash sum. It is
important to note that hashing algorithms can require a key or not. If it does not

require a secret key then called keyless hashing algorithm [64].

Hashing is basically impossible to reverse because of its internal working
structure [65]. Hash functions works in an iterative mode over the input values
to produce the hash chunk. In any hashing algorithm, the output of one stage is
treated as the input of another stage. This process repeats itself until the final
chunk is produced. Table (2.5) shows the types of SHA algorithms and its
characteristics. SHA-256 and SHA-384 are used in our proposed encryption

algorithm.
Table (2.5): Secure hash algorithms types [66].

Algorithm Input message size (bits) | Output digest size (bits)

SHA-1 <264 160
SHA-224 <264 224
SHA-256 <264 256
SHA-384 <264 384
SHA-512 <264 512
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2.8 Image Scrambling

Image scrambling is one of the way to encrypt the image data. Aim of
Image scrambling is to destroy the original image contents to make it difficult
for the intruders to get original information out of it. So image scrambling
transform the original image to random pattern image which is meaningless and
imperceptible by human eyes. Recent years, many Image scrambling methods
have been proposed. The evaluation of scrambling degree states the security
level of the algorithm. Greater the scrambling degree higher the security of
encrypted image. Objective evaluation of an scrambling algorithm can be done
through changed pixel positions, entropy, correlation etc. [67]. Figure (2.10)

shows the process of changing the positions of image pixels.

Index| 7 B 1 3 9 2 5 10 6 8

Image

Pixels | 1+ 22 55 66 77 88 99 100
77 11 99 22 55 100 | 66 88

New Positions

Figure (2.10): Image scrambling.

2.9 Metrics for Evaluating Encrypted Images

For verifying the security and the performance of an encryption
algorithm, the algorithm has to be tested and evaluated based on the encrypted
image properties. A good encryption algorithm should result in an encrypted

image meeting the requirements of the following evaluation metrics [68].

The metrics may be classified into a couple of categories [69]. The first
class evaluates the efficiency of the substitution process, which includes the

histogram, entropy and correlation coefficients. The second group is
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responsible for evaluating the ability of the approach to diffuse the original
image. This group includes the MSE, PSNR, NPCR, and the UACI.

2.9.1 Key Space

The key space is the aggregate number of the diverse keys that can be
utilized in the encryption and decryption techniques. For an operational
cryptosystem, the key space should be huge to make exhaustion attack
unfeasible; as resisting brute force attack requires a large secret key, with at
least 128 effective and independent bits based on the available resources these

days.

The attempts to discover the decryption key by checking all imaginable
keys and the number of attempts to discover the key space of the cryptosystem
is called the key space analysis. An encryption algorithm with a 128-bit key
size describes a key space of 2128 which takes almost 1021 years with superior
computers to check all possible keys. Therefore, a cryptosystem with a key size
of 128 effective and independent bits computationally sounds resistance against
brute force attacks [70]. However, the encryption speed may slow down when

the space of secret keys is very large.

2.9.2 Histogram

An image histogram represents the pixels values intensity distribution in
an image, so to resist any statistical attack and to ensure a secure encryption
system, the histogram of the encrypted image must be uniform [71]. From a
mathematical standpoint, the histogram is a discrete function with gray level

values ranging from 0 to L — 1 as in the following equation [72]:

hist(rk) = 1k (2.5),

MXN

the k™ gray level is represented by rk, and the number of pixels in the image
with that gray level value is represented by nk. M x N represents the total

number of pixels in the image, and rk =0, 1,..., L - 1. The histogram provides
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an overall image description, where a narrow histogram refers to the fact that
the image’s visibility is poor due to the lack of contrast in the gray levels that
exist in the image. Similarly, a widely distributed histogram refers to the fact
that the majority of gray levels exist in the image, and therefore, the general

contrast and visibility are better.

2.9.3 Information Entropy

The entropy of the information is used as a measure of the extent of the
ambiguity of the system, it is a measure of unpredictability associated with a
random variable and determines the quantity or the probability of the
information's expected value contained in the message [73]. Through the
entropy of the information can be known how to distribute the pixels values of
an image [74]. The greater the value in the use of encryption, the better the
outcomes. The entropy H(d) of data d is calculated using the following

equation [75]:
H(d) = £33 p(d))log o) (2.6),

where 1 is the number of digits in the image pixel gray value, and p(d;) signifies

the likelihood of a pixel with value d; occurring.

2.9.4 Correlation Coefficients

A correlation analysis determines the similarity between the cipher and
the original image [76]. When the pixels' correlation coefficients in the
encrypted image are as little as possible, the encryption technique of a color
image must withstand statistical attacks. Equations (2.7), (2.8), and (2.9) [77]
may be used to determine two neighboring pixels' horizontal, vertical, and

diagonal correlation coefficients:

COTTyy = 6\701:\701; (2.7)
1 _ _
cov(x,y) =~ Xil1 (x; = ©) i = ¥) (2.8)
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1 _ 1 —
Ox =y wi(x; — %)%, and Oy =4 i = (2.9),
where x and y are two neighbouring grayscale values and N is the total number
of pixels in the image, X and y denote the mean value depicted in the following

equation:

_ 1
%= o T (2:10)

The correlation coefficients are computed for numerous pairs of nearby
(horizontal, vertical, and diagonal) pixels chosen at random from the encrypted
image.

2.9.5 MSE and PSNR
We utilized the PSNR and MSE to assess the similarity between the plain

image and the encrypted image for the encryption method. MSE is written as

the following equation [78].
MSE = —— YM-d yN-3[|F(a,b) — Fola,b))?]  (211),

where M and N are the rows and columns of the image, respectively. F and Fy
are two images. A lower MSE value indicates that the proposed algorithm is
more accurate in describing experimental data. MSE in our experiment refers
to the similarity between the plain image and encrypted image, as well as, the
similarity between the plain and decrypted images. In image encryption, PSNR
gives the ratio between the peak signal and noise power between the original
image and its encrypted form [79] . PSNR is written as the following equation

[78].

peakval?
)

PSNR = 10. loglo( MSE

(2.12)

Peakval denotes the maximum number of image pixels; for an 8-bit
integer-based image, peakval = 255. Table (2.6) shows the correct values of
MSE and PSNR for the encrypted and decrypted images.

31



Chapter 2: Theoretical Background
Table (2.6): The better cases for MSE and PSNR values.

Case Image A - Image B MSE PSNR
1 original - encrypted | must be high low
2 decrypted - original | must be low high

2.9.6 Differential Attacks
The NPCR and the UACI are commonly employed to assess the

robustness of encryption systems in terms of differential attacks [80]. This
method can be used to find the relationship between the encrypted image and
the original image. The NPCR and UACI are used to assess how one-pixel
changes affect the entire encrypted images with the proposed algorithm. In
other word, a single pixel alteration in the plain image causes a massive change
in the encrypted image [81]. The following equations can be used to calculate
NPCR, and UACI [82]:

_ 2ijD(@.))
NPCR = 2222 5 1009 (2.13)
1 [C1(,)—Co (L, )]
UACI = — [zi,j = % 100% (2.14)

C,(i,j) and C,(i,j) represent two encrypted images with only one pixel value
change from the corresponding plain images, D(i.j)= 0 when it is the same
value in C; and C,, while, itis 1 when it is different. For every three test images,
the standard predicted values of NPCR and UACI, as stated in [29], should be
greater than 99.4% and 33.2 %, respectively.
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3.1 Introduction
This chapter will highlight the proposed method used to build a secure

color image encryption algorithm using a mixture of SHA-2, DNA encoding

and hyper-chaotic systems.

The algorithm that has been proposed consists of six major steps: Key
generation, Generate chaotic sequences, Scrambling, DNA encoding,
Substitution, and DNA decoding.

In this chapter, we introduce the generation of the secret key based on
the original image. The generation of Lorenz hyper-chaotic sequences by using
the secret key and use these sequences to scramble the components of original
image. It focuses on diffusion process that contains generation of Rossler
hyper-chaotic sequences by using the secret key, DNA encoding/ decoding,
addition operation, and xoration with Rossler hyper-chaotic sequences. The
decryption process and restore the original image from the encrypted. Finally,

summary is discuss.
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3.2 Generation of the Secret Key

The security of the 4-D hyper-chaotic systems, which has been used in
the proposed algorithm, relies on the key space of the initial key, hence the

generation of the initial key is considered to be very important.

Both the sender and the recipient share a single key in this scheme.
Because a single key is used for both encryption and decryption, this method is
known as Secret Key Cryptography (SKC). The most desirable feature of any
image algorithm is to make the secret key as strong as possible, so that, it cannot
be hacked and is protected from detection by unauthorized parties. Therefore,
the key is generated in a rather complex way, so that, it is difficult for an
attacker to know and predict the key. The hash of the original image is used to
generate the secret key. The diagram of generation of the secret key as shown

in Figure (3.1). The steps for key generation are as follows:

Stepl: The original key is generated by SHA-256, which is a hashing
algorithm. The matrix Io represents the original image pixels. By hashing with
SHA-256, we can obtain Kinitail. What needs to be emphasized is that Kinitai IS @

one-time key because Kinitait Varies with different images.

Kinitiat = fsna-256o) (3.1)

Generally, hash function generates a 256-bit hash value. Typically, this
value is represented as a 64 digit hexadecimal number. It leads a significant
difference between two images if there happens even one-bit alteration in the

input of hash value.

Step2: To add more complexity, the initial key Kinitait is hashed with SHA-384,

we can get Krinal that contains 48 bytes.
Krinai = fsna-3sa Kinitair) (3.2)
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Plain-Image

]!

SHA-256

4

SHA-384

4

Get 48-blocks
Get 12-groups

1!

Determine Seeds

4

Generate four secret keys

Figure (3.1): Block diagram of the secret keys generation.

Step3: The initial key can be used to get the initial parameters for a chaotic
system once it is generated. A 384-bit K; is divided into 8-bit blocks and we get
48 blocks b1, by, .. ., bag. After that, every 4 blocks are grouped together,
resulting in 12 groups, Gi, Gz, ..., G12.

Gi = {bgj—3; byi—2; bai—1; by}, (1 <0 <12) (3.3)

Step4: According to our chaotic systems, seeds Si, Sz, .. ., S12 are determined

as follows:
1 .
Si= sZm=obaiim, (1<1<12) (3.4)

Step5: The final keys are obtained by applying Equation (3.5) to the seeds that
calculated in the previous stage:
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Xi=A4, =8+ 5+ 5
Y= By = S, + S5+ S
Z1=C=8§,+ S5+ S
Wiy = Dy = S0+ Si1+ 512

(3.5),

where (Xi, Y1, Z1, and W,) are the initial parameters of Lorenz hyper-chaotic
system and (A1, B1, C1, and D,) are the initial parameters of Rossler hyper-
chaotic system. The fundamental principle of chaos encryption is based on
dynamic systems' ability to generate a sequence of random numbers, which is
then utilized to encrypt images. The initial conditions that used to generate the
random number sequence, have a significant impact on the final result. The
sequences will be completely different if the initial conditions is slightly
changed. Chaotic systems are useful for encryption because of their sensitivity
to the initial conditions. The secret keys generated, in this section, were used as

the initial conditions for producing chaotic sequences.

3.3 Confusion Phase

Image pixels permutation is an important role for encryption scheme.
Permutation is considered as an auxiliary operation for diffusion step. Sorting
permutation using hyper-chaotic systems, such as permutation used in proposed
algorithm, result into image that appear as scattered pattern. This makes all
pixels move in random direction and distance. It is different from Arnold cat
map that approximately make all pixel move in similar direction. Despite the
importance of permutation stage, the encryption system largely depends on

diffusion stage.

This phase consists of two stages to obtain the permutation, the first stage
includes the generation and modification of chaotic sequences and the second

stage includes the scrambling process by using modified chaotic sequences.
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3.3.1 Stagel

In this stage, the generation and modification of chaotic sequences are

applied as following steps:

Stepl: Generation of four chaotic sequences X, Y, Z, and W via a Lorenz hyper-
chaotic system. This step uses the initial conditions X, Y;, Z;, and W; as
described in the Equation (3.5). To reduce the transient effect and get a suitable
pseudo-random sequence, the results of the first iterations are ignored. The

system is then performed MxN times, resulting in the following four sequences:

(X = [R0, %2, Ras oo e e oo K]
4Y = [V, Y2, ¥a oo e e oo Y| (36)
| Z= (20,223 oo e oo ] |
\W = [W, Wy, W, e e Wi

Step2: Apply the following equations on the sequences generated by hyper-
chaotic systems X, Y, Z, and W :

( [~, Index,]

! [~, Indexy]
[~, Index,]
L[~, Index,, |

sort(X," ascend’)
sort(Y,’ descend’)
sort(Z,’ ascend’)
sort(W," descend’)

(3.7),

where sort() is the sequencing index function. Indexy, Indexy, Index,, and

Index,, represent the new sequences of X, Y, Z, and W, respectively.

3.3.2 Stage?2

Color image is not immediately encryptable. As a result, the color image
must be separated into R, G, and B gray images components. As an example, in
Figure (3.2); we separate the image (a) of Lena in color with size 256 x 256;
images in grayscale of the R, G, and B components of (a) are shown in (b), (c),

and (d), respectively.
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In the following steps, the position of the pixels on the original image
have been scrambled based on the sequences that are produced by Lorenz

hyper-chaotic system:

Stepl: Suppose that a color image has the dimensions M x N, where M and N

denote the image's rows (height) and columns (width).

Step2: Convert the color (RGB) image in its digital form into three 2D matrices
R, G, and B for the channels of red, green, and blue, respectively, where the
entries of original image in the range [0, 255]. The size of each component is
M X N, where M signifies the row's number and N signifies the column's
number of R, G, and B,

Step3: Scrambling the positions of pixels using the index sequences of X, Y, Z,
and W sequentially for each component and obtain scrambled matrices Rs, Gs,
and Bs.

Figure (3.3) shows the three components after they have been scrambled.
Even though there are obvious discrepancies between the three scrambled
image components (a), (b), and (c). There is still a correlation between pixels,

even when human eyes cannot see the original image information.

3.4 Diffusion Phase

Because confusion is not enough, any inverse procedure that returns the
pixels to their original places will declare the original image. Diffusion refers
to modifying the values of pixels of an image by conducting various
transformations on the pixels values. As a result, by changing the values of the
pixels, the encryption operation will be strengthened and the correlation
between pixels will be cancelled, resulting in an encrypted image with a
uniform histogram. Scrambled image can be encrypted after applying several
operations to every pixel using DNA encoding and Rossler hyper-chaotic

system.
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Figure (3.2): Lena image: (a) RGB Lena's image 256 x 256, (b) element of red, (c) element

of green, and (d) element of blue.

©

Figure (3.3): Scrambled components: (a) Red, (b) Green, and (c) Blue.
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3.4.1 Chaotic Sequences Generation

Generation of chaotic sequences can be proposed as the following steps:

Step1: Using the Rossler hyper-chaotic system to create four chaotic sequences
A, B, C, and D. The initial parameters A, B;, C{, and D, are used in this step, as
specified in Equation (3.5). To decrease the transitory impact and produce a
sufficient pseudo-random sequence, the results of the first iterations are
ignored. After then, the system is run M X N times, resulting in the following

four sequences:

A= [Ay Ag Ay oo A
B = [By, By Bsy oo By 9
€ = [CirCor Cor oo Coan] |
D = [Dy, Dy Dsy oo v oo D]

Step2: The first chaotic sequence A is converted into range from 0 to 7

according to the following equation.

A = MOD(ROUND(A * 1074),8) (3.9)
The resulting sequence is used in the process of determining the rule that
used in the addition operation in the next stages, where the addition will be

dynamic by using the chaotic sequence.

Step3: The rest of chaotic sequences B, C, and D are converted into range from

0 to 255 according to the following equation:

B = MoD(ROUND(B * 10"4),256)
C = MoD(ROUND(C * 1074),256) (3.10)
D = MoD(ROUND(D * 1074),256)

The three generated sequences are used in the XOR operation

3.4.2 DNA Encoding
In DNA encoding, the following steps are applied:
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Stepl: By converting the scrambled matrices Rs, Gs, and Bs into an 8-bit binary
representation, three alternative matrices, Rvinary, Gbinary, and Bpinary, Can be
created, all of which are of size (M, N, 8).

Step2: Each binary pixel in the three matrices Rpinary, Gbinary and Bpinary DeINg
encoded into DNA using rules 5, 6, and 7 as show in Table (2.1), so that, we

can get Rona, Gpna, and Bona, respectively and their size is (M, N, 4).

Step3: Three alternate sequences, Buinary, Coinary, aNd Duinary, Can be constructed

by converting the three chaotic sequences B, C, and D into an 8-bit binary form.

Step4: By encoding each binary item in the three sequences Boinary, Cbinary, and
Dbinary into DNA using rules 5, 6, and 7, we can obtain Bpna, Cona, and Dpna,

respectively.

3.4.3 Addition and Xoration Operations
The operations of addition and xoration applied as the following steps:

Stepl: The addition operation between the three matrices is done according to
Equation (3.11), and the addition rule is chosen dynamically depending on the

sequence A. Where the sign " + " denotes to an ADD operation.

Gpna = Rpna + Gpna
Bpona = Gpna + Bpna (3.11)

Rpna = Rpna + Gpna
Step2: The XOR operation is applied between the chaotic sequences, Bona with
Rina» 10 get Rpna, Cona With Gya, 10 get Gpya, and Dpna With By a, to get

Bpna as in Equation (3.12).Where the sign "@®" denotes to a XOR operation.

R;JNA = Bpna ® Rpna
G;)NA = Cpna © Gpna
B;)NA = Dpna © Bpna
(3.12)
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3.4.4 DNA Decoding
In DNA decoding, we applied the following steps:

Stepl: The DNA encrypted matrices that obtained from previous step are
decoded to binary representation by using the rules 0, 1, and 2 with. Then, the

binary matrices converted into the pixel matrices R’, G’, and B’.

Step2: Finally, the three components are combined to form the encrypted
image. Send the encrypted image, as well as, the secret keys to the recipient
now.

Figure (3.4) (a), and (b) show both the plain and encrypted images,
respectively. The human eye cannot identify the information because the
encrypted image is not clear. Figure (2.5) show the block diagram of the

proposed encryption algorithm.

(b)

Figure (3.4): Result of the encryption process: (a) Original image; (b) Encrypted image.

3.5 Decryption Process

The encrypted image generated through the encryption algorithm is sent
by insecure channel. As the proposed image cryptosystem is symmetric,
therefore, the decryption can, also, be carried-out by using the similar steps in
the opposite direction. After receiving the color (RGB) encrypted image, the
recipient acquires the encryption's private keys which has been transformed

through insecure channel. These keys can be employed in hyper-chaotic
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Figure (2.5): Block diagram of the proposed encryption method.
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systems for the creation of random values for encryption. The pixel value
IS restored to its original value prior to encryption by first executing the
diffusion step and then doing the confusion step to restore pixels to their

original places in the image before encryption.

The decryption process of images is shown in Figure (3.6). The original
color image that has been encrypted and the image that has been decrypted are
shown in Figure (3.7) (a), and (b), respectively. The procedure of recovering

the plain color image from the encrypted color image is given as follows:

Stepl: Read the color image that has been encrypted E, and then separated into
R, G, and B components.

Step2: Use four initial conditions (secret keys) and parameters in Rossler
hyper-chaotic systems, for producing four sequences A, B, C, and D. To keep
the values of the sequence A between [0, 7], it performs Equation (3.9). Also,
to keep the values of the sequences B, C, and D between [0, 255], it performs
Equation (3.10).

Step3: Convert the three encrypted image components (ER, EG, EB) and the
three chaotic sequences (B, C, D) into binary matrices with length size (M x N
x 8).

Step4: Encode the three binary matrices of encrypted image components
according to DNA encoding by using the rules 0, 1, and 2, respectively, and get
three matrices whose length is (M x N x4).

Step5: Encode the three binary matrices of chaotic sequences according to
DNA encoding by using the rules 5, 6, and 7, respectively, and get three
matrices whose length is (M x N x4),

Step6: Perform the XOR process between the matrices obtained from Step4

and the matrices obtained from Step5, then, get Rpna: Gpna, @and Bpya-
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Step7: The subtraction operation between the three matrices is done according
to Equation (3.13), and the subtract rule is chosen dynamically depending on
the sequence A. Where the sign " — " denotes to a SUB operation.

Rpna = Rpna — Gpna

Gpna = Gpna — Rpna (3.13)
Bpna = B],)NA — Gpna

Step8: Three DNA sequences matrixes are decoded by the rules 5, 6, and 7,
respectively, to obtain the R, G, and B components.

Step9: Use four initial values (secret keys) and parameters for hyper Lorenz
chaotic systems for producing four sequences X, Y, Z, and W. These sequences
are sorted according to Equation (3.7), as detailed in Section (3.3.1).

Stepl0: Select the combination (X, Y, Z, and W) in reverse order to descramble
R, G, and B components.

Stepll: Finally, these three matrices are recombined into a color image to

create the final decrypted image.

Encrypted
Image

Diffusion Phase |——» Confusion Phase

1 [

Hyper Rossler Hyper Lorenz
Chaotic d Chaotic

Decrypted
Image

A
A

Initial Parameters

Figure (3.6): Block diagram of image decryption process.
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Figure (3.7): Result of the decryption process (a) Encrypted image; (b) Decrypted image.

3.6 Summary

The one-time pad encryption technique is safe, according to Shannon's
theory. Because chaotic sequences formed by a chaotic system are
unpredictable, and sequences generated by numerous chaotic systems
combined are even more unpredictable, the multiple chaotic color encryption
algorithm is classified as a one-time pad algorithm. As a result, it is clear that
this algorithm has a high level of security.

Furthermore, the color image encryption algorithm proposed in this
chapter, which uses chaotic sequences and DNA coding, has the following

advantages:

1- The initial conditions for chaotic systems in the proposed algorithm are
based on the original color image, which makes prediction more

challenging.
2- Any changing in chaotic system parameter has a direct impact on the

chaotic sequences. As a result, the initial values will have a huge impact

on the resulting of encryption or decryption process.
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3- For increased security, this algorithm does not employ the initial part of
the created chaotic sequences, instead choosing the last portion of the

chaotic sequences.

4- The security of the encryption algorithm is improved by using distinct
encoding and decoding algorithms to encrypt the three components of

color image and chaotic sequences.

5- Dynamic DNA addition operation, in which the addition rules depends

on the chaotic matrix, could be added more security.
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Chapter 4. Experimental Results and Security Analysis

4.1 Data Collection and Simulation Environment

The experiments are carried out to demonstrate the proposed method's
performance and validity. To evaluate the encryption/decryption processes
on the images, different images have been used. The four images used
(Lena, Baboon, Pepper, and Flowers) are taken from USC-SIPI
(http://sipi.usc.edu/database/) [83] open image repository for color (RGB)

images, and two images used (all Black, all White). All the selected images are
stored in PNG format 256 x 256. The implementation of the image encryption
scheme is performed on the PC with MATLAB R2013a having operating
system 32-bit Windows 8, Intel® Core™ i5-4310U 2.60 GHz CPU with 8 GB
RAM. Furthermore, a Lena 256x256 color image is utilized for comparison
where the settings for executing encryption are specified as (a = 10, b =8/3, ¢
=35, and r = -1) for hyper Lorenz chaotic systemand (a=0.25,b=3,¢c=0.05,

and d = 0.5) for hyper Rossler chaotic system.

4.2 Simulation Results

An effective image encryption algorithm should be able to resist all types
of attacks, including exhaustive, differential, and statistical attacks, etc. By
assessing the security performance of the suggested encryption algorithm, we
will demonstrate that this encryption system is sufficiently secure against
various cryptographic attacks. The performance of the suggested image
encryption technique is analyzed in detail. Experimental results consists of
these: Performance Evaluation, Histogram Analysis, Key Space, Key
Sensitivity Analysis, Information Entropy Analysis, Correlation of Adjacent
Pixels, MSE and PSNR Analysis, and Attacks Analysis, they are described

below.
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4.2.1 Performance Evaluation

The proposed algorithm encrypted and decrypted a number of colored
images, and a visual test is conducted. Figure (4.1); p(a)-p(f) plain images,
Figure (4.1); e(a)—e(f) encrypted images, and Figure (4.1); d(a)—d(f) decrypted
images. We were unable to extract any relevant information from the encrypted
images, because they were all noise-like images, as shown in Figure (4.1).
However, the decrypted images were exactly the same as the original images,

demonstrating that the algorithm is secure and successful.
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e(d)

p(e) d(e)

o  e® )

Figure (4.1): Performance evaluation of the proposed method; p(a—f) are plain images, e(a—

f) are encrypted images, and d(a—f) are decrypted images.

4.2.2 Histogram Analysis

The distribution of pixels inside the image is visualized via histogram
analysis, which is a useful tool for image analysis. To be strong against
statistical attacks, the histogram for encrypted images should be uniformly
distributed, as the most used bit in the image and its position can give some
information about the key.

The Lena image is a typical example and it is used for the show histogram

in Figure (4.2). Figure (4.2)-(ao, a1, and az) show the histograms for channels
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(red, green, and blue) of Lina's plain image, respectively. Since, Figure (4.2);
(bo, b1, by) shows the histograms of the encrypted image for channels (red,
green, and blue) of Lina's image, respectively.

The encryption was highly achieved by lowering the majority of the data,
as seen in the histograms. It can be concluded that the proposed algorithm is
effective at thwarting the histogram attack and shows whether an attacker tries
to deduce pixel data by analyzing the statistic characteristic of the image that is
encrypted from the histogram. This type of attack is known as a cipher only
attack, it is being resisted by this algorithm and providing no useful information

to the attacker.

1500 400
300
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100
0 0
-100 0 100 200 300 -100 300
(20) (bo)
800 300 TR 1

200

100

0
-100 0 100 200 300 o 0 100 200 300
(a1) (b1)
1500 400
1000 e
200
500 o
0 0
-0 0 100 200 300 -100 0 100 200 300
(a2) (b2)

Figure (4.2): Histogram Analysis of Lena image; (ao, a1, a2) the histograms for (R, G, and B)
of plain image; (bo, b1, b2) the histograms of the encrypted image for (R, G, and B).
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4.2.3 Key Space

The key in the proposed algorithm is composed primarily of the initial

parameters X,, Y;, Z;, and W, composed of hyper Lorenz and hyper Rossler
systems. Thus, if precision is set at 1071, there are 4 keys in total, which means
the total key space is 101°*4 = 10%0 = (10%)?° = (219)%0 = 22% [arger than 2128, As
a result, we have implemented an encryption algorithm with enough key space

to resist various brute-force attacks.

4.2.4 Key Sensitivity Analysis

A protected algorithm must provide a wide key space to increase the
resistance to brute force attacks on a cryptosystem. Furthermore, be fully
sensitive to the key, which indicates that the image cannot be decrypted by
minor changes in the key. This means that even a minor variation in the secret
key will result in an entirely different encrypted image; in other hand, a secret
key that is slightly different from the correct one will never decrypt the image

and will generate a completely wrong image.

4.2.4.1 Key Sensitivity Analysis of the Encryption Process

At the encryption process, an image encryption algorithm must be
sensitive enough to minor changes in the encryption key. Here, as the plain
image, we utilize the Lena image from Figure (4.1) (a). To demonstrate the
proposed algorithm's key sensitivity visually, one of the initial parameters is
altered, while the others stay unchanged. The encryption stage's key sensitivity
analysis is depicted in Figure (4.3), the NPCR for associated encrypted images
of Figure (4.3) is reported in Table (4.1).

In Table (4.1), the original key of the plain image is Key, and (Keyl,
Key2, Key3, Key4), are four modified keys. As a result, the encrypted versions
of the plain image differ from the encrypted image that has been used the
original key when four slightly changed keys are utilized to encrypt it, the
values of NPCR in Table (4.1) are greater than 99.6%.
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Table (4.1): NPCR for encrypted images for Figure (4.3) in encryption stage.

X Y z W NPCR (%)
Key 27.84375 | 31.0625 | 29.8125 | 23.640625 0
Keyl | 27.84376 | 31.0625 | 29.8125 |23.640625 | 99.60
Key2 | 27.84375 | 31.0626 | 29.8125 |23.640625 | 99.61
Key3 | 27.84375 | 31.0625 | 29.9125 |23.640625 | 99.61
Key4 | 27.84375 | 31.0625 | 29.8125 |23.641625 | 99.60
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)

Figure (4.3): Key Sensitivity Analysis of the Encryption Process; (a) Lena's original image;

(b) encrypted image with the original encryption key; (c), (d), (e), and (f) utilizing four
modified keys to encrypt the images; (g) b-c; (h)b-d; (i))b-e; (j) b-T
4.2.4.2 Key Sensitivity Analysis of the Decryption Process

The key sensitivity in the decryption stage is shown in Figure (4.4), the
NPCR for associated decrypted images of Figure (4.4) is reported in Table
(4.2).

In Table (4.2), the original key is Key, ( Keyl, Key2, Key3, and Key4)
are four modified keys. As a result, the decrypted versions of the image that is
encrypt differ from the image that is plain when four slightly modified keys are
used to decrypt it, the values of NPCR in Table (4.2) are greater than 99.6%.

Table (4.2): NPCR for associated decrypted images for Figure (4.4) in decryption stage.

X Y Z W NPCR (%)
Key | 27.84375 | 31.0625 | 29.8125 | 23.640625 0

Keyl 27.84385 | 31.0625 29.8125 | 23.640625 99.60

Key?2 27.84375 | 31.0626 29.8125 | 23.640625 99.61

Key3 27.84375 | 31.0625 29.8225 | 23.640625 99.60

Key4 27.84375 | 31.0625 29.8125 | 23.640635 99.62
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In summary, the results of the experiments reveal that the suggested
technique is extremely sensitive to the secret key. Any little adjustments have

an impact on the outcomes of encryption and decryption.

(f)
Figure (4.4): Key Sensitivity Analysis of the Decryption Process; (a) Lena's encrypted

image; (b) decrypted image with the original decryption key; (c) - () utilizing four modified
keys to decrypt the image.
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4.2.5 Information Entropy Analysis

Ambiguity to understand the encrypted image is one of the most
important goals of image encryption. Equation (2.6) is used to compute
information entropy, which is then used to test the various images.

Table (4.3) shows the results of the information entropy of all
components (R, G, and B) of plain images and encrypted images. Information
entropy has a theoretical value of 8 bit and the entropies are all extremely near
to the optimal value of 8 bit. As a result, the proposed algorithm exhibits high
encrypted image unpredictability, therefore, the proposed algorithm can resist

information entropy attacks well.

4.2.6 Correlation Analysis

Neighboring pixels are significantly correlated in the horizontal, vertical,
and diagonal directions of the original image. In an ideal encryption technique,
the pixels in the encrypted image's correlation coefficients should be low

enough to withstand statistical attacks.

Table (4.3): Information entropy analysis.

Original image (bits) Encrypted image (bits)
Reom | G_com B _com R com G_com B_com
Lena 7.1545 | 7.539 6.8382 7.997 7.9972 7.9971
Baboon | 7.7011 | 7.5129 | 7.7657 7.9971 7.9976 7.9973
Peppers | 7.3902 | 7.6149 | 7.0968 7.9974 7.9976 7.9974
Flowers | 7.4143 | 7.2628 | 7.387 7.9969 7.9965 7.997

Black 0 0 0 7.9972 | 7.9973 | 7.9972
White 0 0 0 7.9963 | 7.9972 | 7.9965
Average 7.9970
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In order to compare and analyze the neighbor pixels of the plain and
encrypted images, we used 50,000 pairs of neighbor pixels that were randomly
selected from the plain images and encrypted images. The correlation
distribution in three directions of the two neighboring pixels is shown in Figure
(4.5), Figure (4.6), and Figure (4.7). As observed, in the plain image, pixels that
are adjacent to each other are highly concentrated, meaning there is a strong
correlation in the plain image. In the encrypted image, the distributions of
adjacent pixels are random, meaning that low correlation exists in the encrypted
image.

For an original image, the correlation coefficients are close to one, while,
for an encrypted image, the correlation coefficients are close to zero. Table
(4.4) reveals that the encrypted image's adjacent pixels have a very low
correlation and a good confusion and diffusion properties of the proposed

image encryption algorithm.

Table (4.4): Correlation coefficients of the plain images and encrypted images.

plain image Encrypted image
H _ir. V i, D ir. H dir. V gir. | D dir.
Lena 0.968 0.986 0.954 | 0.0016 | 0.0046 |-0.0006

Baboon 0.808 0.758 0.749 | -0.0010| 0.0026 | 0.0003
Peppers 0.961 0.962 0.938 |-0.0007 | 0.0068 | 0.0004
Flowers 0.927 0.951 0.904 | 0.0046 | 0.0009 | 0.0072
Black 1 1 1 0.005 | 0.0008 [-0.0063
White 1 1 1 -0.0007 | -0.0064 | 0.001
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Figure (4.5): Horizontal pixel pair distribution in original and encrypted images; p(a-c)
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Figure (4.6): Vertical pixel pair distribution in original and encrypted images; p(a-c) Vertical

distribution in original image, e(a-c) Vertical distribution in encrypted image.
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Figure (4.7): Diagonal pixel pair distribution in original and encrypted images; p(a-c)

Diagonal distribution in original image, e(a-c) Diagonal distribution in encrypted image.

4.2.7 MSE and PSNR Analysis

MSE and PSNR are used to calculate the difference between the original
image and the encrypted image. The quality of an image is commonly evaluated
with them; Equations (2.11) and (2.12) defines MSE and PSNR, respectively.
encrypted image is indistinguishable by the eye from the original, if the PSNR
value is smaller than or equal to 30 dB. Otherwise, the human visual system is
capable of detecting the deterioration in quality. In particular, an infinite PSNR
value (MSE = 0) indicates that two images are identical. Table (4.5) shows the
PSNR values for the test images created with the proposed encryption
algorithm. By comparing the original and decrypted images, the PSNR values
are always infinite when applying the proposed algorithm, as shown in Table
(4.5). In other words, the image after decryption is identical to the original. The
greater the value of MSE between the original and the encrypted images, the

lower the value of PSNR, the better the encryption algorithm's security effect.
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Table (4.5): The MSE and PSNR results between the original and encrypted/ decrypted
images: 'O-E' Original and encrypted images and 'O-D' original and decrypted images.

MSE(O-E) | MSE(O-D) | PSNR(O-E)(dB) | PSNR(O-D)(dB)
Lena 8906 0 8.662 00
Baboon 8675 0 8.762 0
Peppers 10058 0 8.168 00
Flowers 11051 0 7.706 00
Black 21724 0 4.761 00
White 21740 0 4.758 00
4.2.8 Attacks Analysis

4.2.8.1 Differential Attacks

NPCR is a method for calculating the percentage difference in number
of pixels between two encrypted images as in Equation (2.13). The UACI was
utilized to determine the average intensity of two encrypted images as in
Equation (2.14). The capacity of encryption systems to resist differential
attacks is demonstrated by their high NPCR and UACI scores.

Table (4.6) shows the results of NPCR and UACI for the proposed
algorithm. The average value of NPCR and UACI for the plain images are
99.63% and 33.48%, respectively. It illustrates that NPCR and UACI are
extremely close to the intended values. Even if there is only a minor difference
in the plain image, it shows a different variant of the encrypted image. As a

result, the suggested algorithm has a high level of plain image sensitivity.
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Table (4.6): Differential attacks.

NPCR (%) UACI (%)

R_Com_ G_Com B_Com Ave rage R_Com G_Com B_Com Average

Lena [99.6521]99.6292| 99.6277 | 99.6363 | 33.394 | 33.4283 | 33.5255 | 33.4492

Baboon |99.6262| 99.646 | 99.6475 | 99.6399 | 33.5447 | 33.5299 | 33.4846 | 33.5197

Peppers |199.6078(99.6414| 99.6078 | 99.619 | 33.5118 | 33.4692 | 33.5301 | 33.5037

Flowers [99.6384/99.6109| 99.6246 | 99.6246 | 33.4383 | 33.5318 | 33.6411 | 33.5370

Black [99.6338(99.6078| 99.6857 | 99.6424 | 33.4144 | 33.4409 | 33.4828 | 33.4460

White |99.6216(99.6262| 99.6109 | 99.6195 | 33.4775 | 33.3138 | 33.6032 | 33.4648

Average 99.6302 Average 33.4867

4.2.8.2 Known Plaintext and Chosen Plaintext Attacks

Many image encryption algorithms are vulnerable to attacks, such as,
known-plaintext, chosen-plaintext, cipher-text only, and so on. To effectively
withstand these attacks, the proposed algorithm addresses the following three
issues. At first, for the 4D Lorenz and 4D Rossler map systems, calculating
initial values is based on the SHA-256 value of the plain image. The Lorenz
sequences, which are associated with the plain image, perform the shuffling.
Also, the initial diffusion is performed by the diffusion key, which is built
primarily from the plain image. Finally, the ADD operation rules of the image
that encoded with DNA are set by Rossler sequence. If the plain image is
changed, the chaotic systems have different initial values due to the use of
SHA-256 values. As confusion and diffusion change, the final result changes.
Therefore, the proposed approach is highly reliant on the plain image and is

resistant to both knowing plaintext attack and choosing plaintext attack.

60



Chapter 4. Experimental Results and Security Analysis

Hackers have been known to attack encryption algorithms by using
special plain images, utilize all black or all white images. In reality, special
images can make the permutation process invalid revealing the encryption
mechanism and therefore rendering the scheme insecure. The original images,
and all white and all black encrypted images, as well as, their histograms, are
shown in the Figure (4.8). The size of all the images is 256 x 256. Tables (4.3)
and (4.4) exhibit all black and white encrypted images' entropies and

correlation coefficients, respectively.

We can observe from the results that the encrypted images have a lot of
noise. Additionally, they have a uniform distribution of histograms, entropies
that are close to 8, and close to zero correlation coefficients. Thus, the cipher
images provide no significant information for attacking the encryption system.
Therefore, knowing plaintext attack and choosing plaintext attack can be

effectively countered by our encryption technique.

|
I \

(c) The cipher image's

(a) All black. (b) All-black cipher image. histogram.
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(f) The cipher image's
histogram.

(d) All white. (e) All-white cipher image.
Figure (4.8): Experimental results of known plaintext attack and chosen plaintext attack.
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4.2.8.3 Occlusion Attack

Some data may be lost during the transmission of digital images over

networks due to a network congestion or a deliberate destruction. Any optimal
encryption algorithm must be resistant to occlusion (data loss) attacks during
transmission and storage. The occlusion attack is used to see if it is possible
from encrypted images that have lost some information; we can retrieve the
original images. To demonstrate the effectiveness of the proposed algorithm
against this attack, some information from the encrypted Lena image has been
lost, as illustrated in Figure (4.9) (a), and (b). Then, the associated decrypted
images are shown in Figure (4.9) (c), and (d), respectively. The figure shows
that they are still recognizably identifiable. As a result, the proposed algorithm

IS resistant to this attack.

(a) (1/16) Loss data on an encrypted image.  (b) (1/4) Loss data on an encrypted image.

(c) (1/16) Loss dataon a debfypted image.  (d) (1/4) Loss data on a decrypted image.

Figure (4.9): Experimental results of occlusion attack.

62



Chapter 4: Experimental Results and Security Analysis

4.2.8.4 Noise Attack

Noise will always have effect on the encrypted image in real

communication channels. It is significantly more difficult to recover encrypted
Images when there is noise on them. Thus, the ability of encryption algorithm
to withstand noise attack is, also, a significant factor to consider when
evaluating their performance. Figure (4.10) (a), and (b) depicts at two distinct
noise densities, encrypted-images are distorted by Salt and Pepper noise, 0.01,
and 0.1, respectively. Using the proposed algorithm, noise-tainted encrypted
images can be decrypted. The decrypted images are displayed in Figure (4.10)
(c), and (d), respectively. From the Figure (4.10), it can be observed that even
when the encrypted Lena image is tainted by noise; it can still be accurately

decrypted, indicating that the majority of the information can be retrieved.

(a) 0.01 noise adding to encrypted image. (b) 0.1 noise adding to encrypted image.

(c) Decrypted image after adding 0.01 noise.  (d) Decrypted imae after adding 0.1 noise.

Figure (4.10): Experimental results of noise attack.
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4.3 Running Time

The speed of the proposed encryption algorithm is a very important
factor to measure the efficiency. The proposed algorithm was tested using PC
with MATLAB R2013a having operating system 32-bit Windows 8, Intel®
Core™ i5-4310U 2.60 GHz CPU with 8 GB RAM, and Table (4.7) presents

encryption and decryption running time.

Table (4.7): Running time in seconds.

Image Encryption time Decryption time

Lena 78 35
Baboon 79 34
Peppers 65 32
Flowers 74 33

Black 54 29

White 50 26

4.4 Comparison

The suggested image encryption algorithm is compared to the
performance of competing systems based on a variety of parameters. For
simplicity, the image of Lena is used for comparison. The results was shown
that the proposed system outperforms other systems in terms of security. The
results of the correlation comparison (colored images are calculated by
averaging horizontal, vertical, and diagonal red, green, and blue components

values), information entropy, NPCR, and UACI are shown in Table (4.8).
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Table (4.8): Comparison analysis of Lena image.

Correlation Coefficient
Proposed
algorithm Ref.[11] Ref.[9] Ref.[27] Ref.[29]
Corr. H. 0.0016 —0.0119 0.007 -0.0061 -0.0082
Corr. V. 0.0046 —0.0087 0.0062 0.0067 -0.0128
Corr. D. -0.0006 —0.0045 0.0016 -0.0018 -0.0012
Information Entropy
Proposed
algorithm Ref.[11] Ref.[9] Ref.[29] Ref.[28]
Entropy 7.9971 7.9896 7.9913 7.9896 7.9894
Differential Attacks
Proposed
algorithm Ref.[11] Ref.[14] Ref.[27] Ref.[30]
NPCR % 99.63 99.61 99.61 99.61 99.59
UACI % 33.44 32.20 33.42 33.40 33.42

4.5 Limitations of Our Work

This thesis includes a successful implementation of the proposed image
encryption algorithm. However, there are several limitations that need to be

addressed in the future. The limitations could include the following:

1- Because the proposed encryption algorithm's secret keys include vital and
confidential data. During the transmission of secret keys, we should keep

security in mind.

2- We only applied four types of attack methods to the encrypted images in
order to assess the performance of the suggested encryption method; other
attack methods should be considered, so that, the robustness of the proposed

algorithm may be analyzed more thoroughly.
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3- In this study work, six images were employed as the dataset for image

encryption; in the future, we will explore more example images.

4- The DNA-based image encryption system has a slow computational speed

and take time to implement, which could make it difficult to use in practice.

4.6 Summary

As consequence of simulation results and the security analysis, two

hyper-chaotic systems with DNA encoding produced an efficient color image

encryption has the following results:

It is clear that the encrypted image's histogram has been uniformly
distributed. It can be concluded that the suggested algorithm is effective
at thwarting the histogram attack.

Key space of 22%° which is large enough to withstand attacks.
Sensitivity to secret keys in both stages encryption and decryption. It is
reveal that any little adjustments have an impact on the encryption and
decryption results.

Entropy has average value of 7.9970, which is quite near to the optimum
value. Therefore, the proposed algorithm can resist information entropy
attacks well.

The correlation between neighboring pixels has been minimized to
withstand statistical attacks in the vertical, horizontal, and diagonal
directions.

Greater value of MSE between the original and the encrypted images,
and lower value of PSNR, which means that the encryption algorithm's

security is good.

Additionally, the experimental results showed that the proposed algorithm

could withstand different attacks, such as:
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e The average value of NPCR and UACI for the plain images are 99.63%
and 33.48%, respectively, this means that the proposed algorithm can
resist differential attacks well.

e Knowing plaintext attack and choosing plaintext attack can be
effectively countered by our encryption technique.

e The proposed algorithm counters various levels of occlusion (data loss)

and noise attacks.

In addition, the original image was restored without any noise and
guaranteed a good degree of quality of the obtained image with infinite value
for PSNR and zero for MSE when comparison the decrypted images with the

original images.
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5.1 Conclusions

This thesis has analyzed an image cryptosystem that used hyper-chaotic
systems and a variety of technologies. To generate eight sequences, hyper-
chaotic systems were properly utilized, four of them are used to scramble the
pixel locations and break up the correlations between them (confusion process).
The other four are used to change the value of pixels (diffusion process).
Additional techniques, such as, SHA-256 and SHA-384 are used to work as a
source of strength for plain image sensitivity by confounding the relationship
between the plain image and the initial conditions values of hyper-chaotic
systems. While, the technique of DNA coding is employed to improve the

cryptosystem's security.

Simulations and comparisons have also verified the security of the
proposed encryption algorithm from four aspects: the exhaustive attack, the
statistical attack, the differential attack and the known plaintext and chosen-
plaintext attacks. The algorithm has a large key space and is extremely sensitive
to its keys. Thus, it can resist exhaustive attack. The histogram of the scheme
is uniform. The correlation coefficient is close to 0, and the entropy value is
close to 8. Thus, the scheme can resist statistical attack. Both UACI and NPCR
values approach their ideal values, which illustrates that the proposed scheme
can resist differential attacks. The all-white and all-black image experiment
also illustrates that the proposed algorithm can resist the known-plaintext and
chosen plaintext attacks. All of the above findings demonstrate that the

proposed scheme is efficient and practical in communications
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5.2 Future Works

The following is a summary of the thesis's future works:

1- The algorithm discussed in this thesis, also, can be extended to video and

speech encryption.

2- It is advised that image encryption algorithm be combined with image
data compression technology to achieve image security with suitable

compression.

3- Initializing a new hyper-chaotic system with high precision control
values is an important aspect of chaotic encryption for the purpose of

expanding key space and increasing the security.

4- The proposed algorithm consumes elapsed time due to the complexity of
the encryption algorithm, it is suggested that the system be implemented

using a parallel manner, which can save time while encrypt the images.
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